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Abstract

Aware of the interaction between gross domestic savings and economic growth is critically importance for policy option. However, the wide range of controversies surrounding the direction of causality between savings and economic growth motivated this study. Therefore, the objective of this study is intended to investigate empirically the Nexus between gross domestic savings and economic growth in Ethiopia using annual time series data spanning through a period of 42 years (1976 to 2017) obtained from MoFEC and annual reports of NBE. The study employed recently developed methods of autoregressive distributed lag (ARDL) approach to co-integration test and the augmented Granger causality test approach developed by Toda and Yamamoto (1995) so as to achieve this objective. After performing robustness checks, ARDL bounds to co-integration test can be concluded that there is significant evidence that gross domestic savings and economic growth are co-integrated, and therefore hold a long run relationship exists between them. Error correction model also identified the presence of short run relationship. The Toda and Yamamoto version of granger causality test reveals that causality runs from economic growth to gross domestic savings, implying that economic growth precedes and granger causes saving. Thus, the study rejects the Solow’s hypothesis that saving precedes economic growth, and accepts the Keynesian theory that economic growth leads to higher saving. As a result, the study recommends that government and policy makers should focus on income policies that would accelerate economic growth so as to increase saving.
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Background of the Study

The rate of economic growth in any economy depends on the level of investment made in different sectors of that economy; and there cannot be any meaningful investment without saving. Nevertheless, low saving rates have been identified as one of the major growth-inhibiting factors among countries in the world, especially in developing countries (Getenet, 2017). The slow rate of development in third world countries are usually attributed to the low levels of national saving, that constraint their capacity to invest in capital formation. This leads to lower level of economic growth and development than other countries that contribute enough savings (Jagadeesh, 2015). It is observed that economies witnessing rapid economic growth such as China, India, Indonesia, Malaysia, Singapore, South Korea and Thailand, etc. also characterized by high domestic saving rates during their developmental phase. Similarly, many countries in sub-Saharan Africa and Latin America typically save at a low rate and experience slow economic growth (Patra et al., 2017).
Ethiopia is one of among the low-income sub-Saharan African countries which needs fast and sustainable economic growth. However, low domestic saving rate is consistently cited as one of the most serious constraints to sustainable economic growth. The rate of gross domestic saving was 22.4 percent of GDP in 2015/16; whereas the share of gross domestic investment to GDP was 38.5 percent in 2015/16 and resource gap (trade deficit) was 19.8 at the same time (MoFEC, 2016).

Ethiopia has adopted policy reforms of the five year Growth and Transformation Plan (GTP) for the period between 2015/16 to 2019/20 to sustain rapid and broad-based economic growth and eventually end poverty. It has also set out an objective to achieve an annual average real GDP growth rate of 11% to 14.9% over these years with in a stable macro-economic environment. To implement these growth and transformational plan requires huge investment through increasing domestic savings via a host of reform measures so as to provide the required finances to deliver Growth and Transformation Plan. GTP focused on enhancing domestic saving and investment coupled with job creation is indeed a critical element of the strategy to foster economic growth and structural change for the delivery of GTP goals (Yinagre, 2016). Accordingly, a sound understanding of the interaction between savings and economic growth in a country’s economy is strategically important for the achievement of macroeconomic policy to sustainable economic growth and hence higher standard of living of citizens. Therefore, the present study attempts to examine the causal relationship between gross domestic savings and economic growth, using augmented Granger causality test. More specifically, the purpose of our paper is to determine whether increases in gross domestic savings Granger-cause economic growth rate or vice versa. This is what this paper intends to achieve.

**Problem Statement**

One of the most controversial issues in macroeconomics is the direction of causal relationship between gross domestic savings and economic growth. This is because of divergent opinions in theories and mixed empirical results among various literatures (Bolarinwa & Obembe, 2017). In the theories, for example, the neoclassical school believes that higher savings lead to higher growth rates. This is plausible because increase in saving can stimulate economic growth through the mechanism of investment (Pickson *et al.*, 2017). Neoclassical works like Harrod (1939), Domar (1946), Lewis (1955), Solow (1956) and Romer (1986) are based on this theoretical viewpoint. These works are grounded on the conventional viewpoint that higher savings lead to higher investment and consequently imply higher economic growth; thus, these works suggest the formulation of macroeconomic policies that stimulate aggregate saving to achieve economic growth. So, from the neoclassical principle, causality runs from saving to economic growth. On the other hand, the Keynesian schools conflict with the classical opinion and postulate that economic growth leads to savings in the economy. The Keynesian opinion is based on the standpoint that saving is a leakage which depends on income (Keynes, 1936). Therefore, saving is an outcome of income and not its determinant (Tang & Tan, 2014). On this the Keynesian opinion, several macroeconomic works have been rooted (Modigliani, 1970; Carroll & Weil, 1994; Agarwal, 2001). So, from Keynesian perspective, it is expected that causality runs from economic growth to saving.

In spite of difference of opinions in theories; empirical researches on the issue of the direction of causality between gross domestic savings and economic growth in Ethiopia are not extensive, and the findings or conclusions of some of them are not consistent with one another. For instance Ibrahim (2014) has reported causality running from economic growth to saving, while Mohanty (2017) found bidirectional relationship. At the same time Getenet, 2017 reported that saving and economic growth are independent of each other. Meanwhile, the existing studies continue to yield conflicts and inconclusiveness depending on measure of variables and techniques adopted. Most of such existing studies used ordinary Granger causality test method developed by Granger (1969). But ordinary Granger causality test has probable shortcomings of specification bias and spurious regression. To mitigate these problems, Toda and Yamamoto (1995) developed a procedure based on augmented VAR modeling, by introducing a modified Wald test statistic (MWALD) since it avoids the potential bias associated with unit roots and co-integration tests as it can be applied regardless of whether a series is non co-integrated or co-integrated of an arbitrary order, thereby yielding consistent and unbiased estimates (Toda and Yamamoto, 1995; and Dolado and Lutkepohl, 1996).

Therefore, this article employs a more robust augmented granger causality test approach developed by Toda and Yamamoto (1995) to examine the causal relationship between gross domestic savings and economic growth within the dynamic VAR framework, thereby filling a
methodological gap. To the best of the knowledge of the researcher, no study has employed this technique among the studies on Ethiopia on the subject matter. Motivated by this fact, this study contributes towards filling this gap.

**Objectives of the Study**

The main objective of this study is to investigate empirically the nexus between gross domestic savings and Economic growth over the period of 1976-2017 in Ethiopia. Specifically, the study tries to address the following specific objectives:

To examine the existences of long run relationship between gross domestic savings and economic growth in Ethiopia based on empirical evidence.

To provide empirical evidence on the causal relationship between gross domestic savings and economic growth and the particular direction of causality between them.

**Hypothesis of the Study**

In line with the aforementioned objectives, the study tried to test the following hypotheses in null forms:

There is no long run relationship between gross domestic savings and economic growth in Ethiopia.

There is no any direction of causation between gross domestic savings and economic growth in Ethiopia.

**Literature Review**

**Theoretical Literature Review**

Theoretical postulations on the relationship between saving and economic growth started during the time of Adam Smith (Tang & Tan, 2014). Adam Smith says the economy needs industrialization to achieve economic growth. Not recognizing other sources of finance such as foreign direct investment (FDI) during the period, Smith submitted that industrialization can only be achieved through adequate capital accumulation. According to him, capital accumulation is strongly and positively related to the rate of saving. This means society can only accumulate capital through the increased saving. We, therefore, expect higher saving rate that will lead to an increase in capital accumulation and, consequently, higher economic growth following the thought of Adam Smith.

The classical model of Harrod (1939) and Domar (1946) of economic growth is another theory that relates the two variables. The model submitted that in an economy with a particular level of technological advancement, the rate of economic growth is directly related to the rate of capital accumulation. Like Smith’s proposition, this capital accumulation is determined by the rate of saving in an economy. As a result, higher saving rate implies higher capital accumulation and, consequently, higher economic growth. Also, from the perspective of neoclassical school, Solow and Swan (1956) expanded the Harrod and Domar model. They clearly state that saving is a determinant of economic growth. Other determinants are population growth rate and technical progress. To them, saving affects investment and investment in an economy is directly proportional to economic growth. So at the equilibrium level, saving is equal to investment. However, unlike the Harrod and Domar model, the influence of saving on economic growth is temporary in the short run due to the law of variable proportions employed in their theory. What actually determines economic growth is technological advancement, which is not determined within the confinement of economic theories. The neoclassical school of thought, therefore, fails to provide an answer to the question of the determinants of economic growth in the long run, and to them what determines economic growth in the short run is technological advancement, which is not explained within the framework of economic theories. This is what gave birth to the endogenous growth theory led by Lucas (1988) and Romer (1986). So, from the classical school of thought, we expect that saving Granger causes economic growth.

From the Keynesian school of thought, saving is seen as a function of income, since income can either be spent on the consumption of goods and services or saved. At the same time, a rational consumer might decide to share his income between the two. The school, therefore, concludes that income determines gross domestic saving in the economy. So, if national income grows, then per capita income will increase, and consequently the share of per capita income on saving and consumption will increase depending on the rate of increase and the magnitude of previous income. For developed countries where the existing level of per capita income is high, it is expected that the higher proportion of increase in income will be channeled to saving and this will increase the level of investment in the economy, thereby leading to economic growth. However, for developing countries, where the existing level of per capita income is low, higher proportion of increase in per capita income is
expected to be channeled to consumption and, thereby increasing firms’ profits. As a result, firms will hire more labor and capital, and the economy will grow. So, from the Keynesian point of view, economic growth is expected to Granger Cause saving in sub-Saharan African economies.

Reviews of Empirical Literature

The nexus between savings and economic growth has significant policy implications, as previously noted. As a result, several empirical studies have been carried out on the subject. This section presents a succinct summary of studies related to the relationship between savings and economic growth. Jagadeesh (2015) examined the Impact of Savings on Economic Growth in Botswana during 1980 to 2013 using Auto Regressive Distributed Lagged (ARDL) model and DOLS test to check the existence of a long run relationship between GDP and GDS through identified dynamic long run co-integration between GDP and its independent variables. She supported Harrod-Domar growth model that saving rate positively or directly related to GDP.

Odionye and Ugwuegbue (2016) examined the causal relationship between domestic private savings and economic growth in Nigeria for the period of 1980 to 2013. The study employed the augmented Granger causality test approach developed by Toda and Yamamoto (1995).

The result showed a strong unidirectional causality from domestic private savings to economic growth in Nigeria. The result supported the Solow’s hypothesis. Also the evidence from Johansen co-integration result indicated that there is a positive long run relationship between domestic savings and economic growth.

Hashmi and Sedai (2016) investigated the relationship between domestic saving and economic growth in India by employed ARDL model and Granger causality test. They confirmed that the existence of bi-directional granger causality between domestic savings rate and GDP growth for India. It is in line with both Keynesian hypothesis and Solow growth theory.

Zinyurugwi and Mapfumo (2016) examined the relationship between domestic savings and economic growth in Zimbabwe using secondary time series data from 1980 to 2015. They employed the Engle-Granger residual based co-integration method. The study found that gross domestic savings movements do not significantly impact on the changes in economic growth in Zimbabwe. According to their research there is no long run relationship between domestic savings and economic growth.

Pickson et al., (2017) studied the relationship between gross domestic savings and economic growth in Ghana over the period of 1972 to 2013 using Johansen co-integration test and VAR technique. They found that there was a unidirectional line of causation running from gross domestic savings to economic growth in the short run.

Patra et al., (2017) examined the association and direction of causality between savings and real economic activity in Indian context for the period 1950–51 to 2011–12 by employed Johansen and Juselius (1990) and Johansen (1991) and vector error correction mechanism (VECM). The study identifies the structural break in the year 1980 by employing Bi-Perron test with unknown time. They revealed that saving and real economic activity have long run relationship in both the pre and post break period and the causality results obtained under the VECM framework reveals that in the long run, saving causes economic growth while in the short run economic growth causes saving.

Bolarinwa and Obembe (2017) examined the nexus between saving and economic growth among the sub-Saharan African fastest growing African countries of Nigeria, Ghana, Sierra Leone, Burkina Faso, Liberia and Niger between time span of 1981 to 2014, using the recently developed methodologies of ARDL, and Toda and Yamamoto co integration and Granger causality tests. They found that unidirectional causality from economic growth to gross domestic saving for Ghana and Burkina Faso, while gross domestic saving Granger causes economic growth in Liberia, Niger, and Sierra Leone, indicating a unidirectional causality. However, no causality is recorded for Nigeria. But, the existence of a long run relationship between the variables is general among the countries.

Empirical literatures in Ethiopia

Some empirical studies have been carried out on the nexus between gross domestic savings and economic growth in context of Ethiopia. However, such empirical evidences are mixed depending on the measurement of variables and techniques adopted. These empirical studies on the subject are reviewed and presented as follows:
Ibrahim (2014) founds that there was unidirectional causality runs from economic growth to savings both in the long run and short run using annual data from 1975-2013 by employed Johansen co-integration method and the Granger causality test to examine causal relationship between savings and economic growth in Ethiopia.

Mohanty (2017) has examined the direction of causal relationship between gross domestic saving and economic growth in Ethiopia using annual time series data during the period 1975-2016. He employed Johansen Co integration Test to explore the long-run relationship between the series and Vector Error correction (VECM) model and Pair wise Granger Causality Test to perform the causal relationship between domestic savings and economic growth after growth rate of gross domestic savings and the growth rate of real gross domestic product were ascertainment using the ADF unit root test procedure. Finally, he revealed that there was bi-directional causal relationship between growth rate of gross domestic savings and growth rate of GDP both in the short run and long run in Ethiopia indicated that both the Keynes theories and Solow’s hypothesis are relevant for Ethiopia. Lambamo (2017) investigated the interplay between savings, inflation and economic growth by applying 2SLS technique within the framework of Simultaneous equation and OLS model using time series data from 1981 to 2015 to estimate the threshold level of inflation that is consistent for the economic growth of Ethiopia. He confirmed that the relationship between domestic saving and economic growth has been found to be one directional and positive. The direction of causality running from economic growth to saving

Getenet (2017) examined the trends and determinants of gross domestic savings (GDS) as economic growth rate was among one of the explanatory variables of gross domestic savings. He employed co-integration and error correction model via annual time series data for the period 1980-2014. The study revealed that economic growth rate was insignificant to boost gross domestic saving but he did not mean that saving was not contributed to economic growth in Ethiopia.

The general observation from the review of literatures on the relationship between savings and economic growth is that the results are mixed depending on the econometric method and measurement of variables and environments where the studies are undertaken. Furthermore, the study observed the following points on the literature. One, empirical studies on the subject is scarce especially in Sub-Saharan African countries like Ethiopia have not been empirically investigated. Two, apart from Bolarinwa and Obembe (2017) that was conducted on six sub-Saharan African fastest growing economies of Burkina Faso, Ghana, Liberia, Nigeria, Niger and Sierra Leone, there is no study that has employed ARDL methodology and Toda–Yamamoto causality test to revalidate the scanty existing results. Three, Sililo (2010) enquired a directional link between stock market development and economic growth in Zambia for 2002 to 2009. He applied and compared the results of both Granger causality test developed by Granger (1969) as well as the Toda and Yamamoto (1995) causality test methods to investigate the causal relationship and concluded that the results of Toda and Yamamoto method were more reliable. It suggested that the economic growth caused stock market development. In contrast, Granger causality test indicated that economic growth and stock market development were independent of each other. Lastly, it is observed that no attempts have been made in Ethiopia using the methodology of Toda and Yamamoto Granger causality test. Thus, this study undertakes Toda and Yamamoto’s causality test for Ethiopia. Hence, this study intends to fill these gaps in the literature.

**Materials and Methods**

**Sources of Data**

This paper employed annual time series data for the period between 1976 and 2017. Sample time span was selected based on the availability of statistical data. The sources of data were collected from National Bank of Ethiopia (NBE) and Minister of Finance and Economic Cooperation (MoFEC).

**Model Specification**

The close relationship between savings and the economic growth has been well specified in a number of empirical investigations (Sinha and Sinha, 1998; Saltz, 1999; Mohanty, 2017) they were derived from the Keynesian hypothesis and the Solow’s growth model. The Keynesian hypothesis stated that increase in income leads to a growth in savings. On the contrary, Solow (1956) argued that higher savings precede economic growth. This means that an increase in savings lead to a growth in the economy. Thus in light of the existing literatures, the theoretical model used to examine the relationship between gross domestic savings and economic growth is stated as follows:
\[ \Delta Y_t = f(\Delta Y_{t-1}, \Delta S_{t-1}) \]  \hspace{1cm} (3.1) \\
\[ \Delta S_t = f(\Delta Y_{t-1}, \Delta S_{t-1}) \]  \hspace{1cm} (3.2)

Where: \( LY_t \) is the natural logarithm of per capita real GDP used as proxy for economic growth, and \( LSt \) is the natural logarithm of real gross domestic savings; \( \Delta \) is the difference operator; \( \Delta Y_t - 1 \) is lagged values of per capita real GDP and \( \Delta S_t - 1 \) is the lagged values of real GDS. In equations (3.1) and (3.2) the lagged values of per capita real GDP and real gross domestic savings respectively are included in the explanatory variables to eliminate the business cycle effect between per capita real GDP and growth rate of gross domestic savings. The linear model for this study is specified in logarithmic form to eliminate or to reduce considerably any Heteroskedasticity in the residuals of the estimated model.

Definition and Measurements of Variables

Real Gross Domestic Product Per capita (RGDP)

Real GDP is a macroeconomic measure of the value of economic output adjusted for price changes (i.e. inflation or deflation). This adjustment transforms the money value measures, nominal GDP, into indexes for quantity of total output (Ogbokor, 2016). Although GDP is total output, it is primarily useful because it closely approximates the total spending of the country. Due to inflation, GDP increases and does not actually reflect the true growth in an economy (Ashagrie, 2015). This is why the GDP must be divided by the inflation rate to get the growth of real GDP. Even different organizations use different types of real GDP measures, recently the World Bank switched from 2005 to 2010 constant prices and exchange rate (World Bank, 2015). Hence, this study economic growth is measured by per capita real gross domestic product at constant local currency unit because it is an inflation-adjusted measure that reflects the total value of goods and services produced in a given year and also it takes into consideration the total population of the country. It is expressed as in base-year prices (2010=100). Real gross domestic product per capita growth rate (RGDP) is a proxy for economic growth. This measure provides a high indicative power of the quality and quantity of economic growth (Karimo & Ogbonna, 2017). Per capita figures are expressed per 1 population. It is argued that an increase in income (economic growth) coupled with sound financial system increases the marginal propensity to save (MPS). Therefore, the expectation of the relationship between economic growth and gross domestic savings is positive.

Gross Domestic Savings

Gross Domestic Saving is calculated as Gross domestic product (GDP) less final consumption expenditure (total consumption) by government and the private sector (Abu, 2010). This study used Real Gross domestic saving (RGDS) rather than savings ratio as the focus of this study is on the total amount of resources available for capital formation. Besides that, the use of savings ratio may not provide a clear picture of the trend in savings (Saltz, 1999). Romer (1986) explicitly showed that higher rates of savings and hence capital accumulation can trigger a permanent increase in economic growth. Many empirical studies also asserted that high gross domestic saving rate usually indicates a country’s high potential to invest. Hence, the exact expected impact of gross domestic savings on economic growth is positive.

Methods of data Analysis and Econometric Estimation Technique

This paper employs Granger-causality test based on augmented VAR modeling to test the causal relationship between gross domestic savings and economic growth in Ethiopia. In this section, we discussed the details of econometric framework. All computations were performed using E-views 9 window.

Unit root test

Unit root test is the starting point of time series analysis to determine the order of integration of the variables. When dealing with time series data, it is necessary to assess whether the series is stationary or not. The reason behind is that regression of a non-stationary series on another non-stationary series lead to what is known as spurious regression. Thus, in order to get rid of this abnormality, the unit root test was conducted on each of the variables under study to determine their stationary traits. The presence of unit root indicates that the variables are not stationary. The most common and popular one in econometric work to test the stationarity condition of the time series data is the Augmented Dickey Fuller (ADF) test suggested by Dickey and Fuller (1979) (Gujarati, 2006). The ADF test here consists of estimating the following regression: The starting point of the unit root process is:
\[ Y_t = pY_{t-1} + \varepsilon_{t-1} \quad \text{where} \quad 0 \leq p \leq 1 \]  
\[ (3.7) \]

Subtract \( Y_{t+1} \) from both sides of equation (3.5) to obtain

\[ Y_t - Y_{t-1} = (p-1)Y_{t-1} + \varepsilon_t \]
\[ (3.8) \]

Which is equivalent to \( \Delta Y_t = aY_{t-1} + \varepsilon_t \)

Where: \( a = (p-1), \varepsilon_t \) is the variables to be tested for non-stationarity; \( t \) is the time trend; and \( \Delta \) as usual is the first difference operator. Estimating equation (3.7) and test the null hypothesis that \( a = 0 \) then \( p = 1 \), that is a unit root, meaning the time series under consideration is non-stationary. The hypothesis is formulated as follows:

**H0**: \( a = 0 \) or \( p = 1 \)

**H1**: \( a < 0 \) or \( p < 1 \)

### Bounds Co-integration Test

There are various techniques for conducting co-integration analysis to determine whether there exists a long-run relationship among time series variables. The well-known methods are the residual-based approach proposed by Engle and Granger (1987) and the maximum likelihood-based approach proposed by Johansen and Julius (1990).

The Engle and Granger (1987) estimation results with small samples are biased due to neglecting the short-run dynamic reactions between variables (Banerjee et al., 1993). It is also based on the assumption that a co-integrated vector exists. However, using this method will lead to inefficiency if there is more than one co-integrated vector (Pesaran and Smith, 1998).

To overcome these drawbacks, Johansen (1989) and Johansen and Juselius (1992) suggest maximum likelihood estimation method for convergence tests and co-integrated vector derivation. The Johansen-Juselius method may not be useful when model variables have different degrees of stationarity. Thus, this study adopted ARDL model which gives results irrespective of the degree of stationarity of the variables. This technique has certain econometric advantages as compared to other co-integration procedures. First, it is applicable irrespective of the degree of integration of the variables (i.e. whether the underlying variables are purely I (0), I (1) or mixture of both) and thus avoids the pretesting of the order of integration of the variables. Second, the long-run and short-run parameters of the models are estimated simultaneously. Third, the ARDL approach is more robust and performs better for small sample sizes whereas the Johansen techniques require large data sample, a luxury that most developing economies do not have (Ghatak and Siddiki, 2001). The ARDL model used in this study can be introduced as follows:

\[ \Delta l_t = a_0 + \sum_{i=1}^{n} \Delta l_{t-i} + \sum_{j=1}^{n} \Delta L_{t-j} + \delta_1 \Delta l_{t-1} + \delta_2 L_{t-1} + \varepsilon_{1t} \]
\[ (3.10) \]

\[ \Delta L_{t} = a_1 + \sum_{i=1}^{n} \Delta l_{t-i} + \sum_{j=1}^{n} \Delta L_{t-j} + \delta_1 \Delta l_{t-1} + \delta_2 L_{t-1} + \varepsilon_{2t} \]
\[ (3.11) \]

Where: \( \varepsilon_{1t} \) and \( \varepsilon_{2t} \) are the disturbance terms; ‘\( m \)’ is lag length for the unrestricted error-correction model (UECM).

The first part of equations (3.10) - (3.11) with \( \beta_1, \beta_2 \) and \( \phi_1, \theta_1 \) represents the short-run dynamics of the models and the second part \( \delta_1 \) and \( \delta_2 \) and \( \alpha_1 \) and \( \alpha_2 \) corresponds to the long-run relationship. The null hypothesis in the first equation (3.10) is \( \Delta_1 = \Delta_2 = 0 \), which means the non-existence of a long-run relationship against the alternative \( H_1: \delta_1 + \delta_2 \neq 0 \) meaning that there is a long-run relationship. In the second equation (3.11), the null is \( \alpha_1 = \alpha_2 = 0 \) against the alternative \( H_1: \alpha_1 \neq \alpha_2 \neq 0 \) which states that we have co-integration.

From equation (3.10) and (3.11), we first test the null hypothesis of no co integration against the alternative hypothesis using the F-test with upper and lower after the ARDL regression estimates. To investigate the presence of long run relationships among the variables bound test under Pesaran et al., (2001) is used which is based on the F-test. The calculated F-statistic is compared with the critical value tabulated by Pesaran et al., (2001). The null hypothesis of no co integration will be rejected if the calculated F-statistic is greater than the upper bound. To this end, the order of the lag distribution function should be selected using one of the standard information criteria such as Akaike Information Criteria (AIC) and Schwartz Bayesian Criterion (SBC).
The next step is to estimate the short-run error correction model obtained from the ARDL model to capture the short run dynamics of the model (adjustment parameters that measure the speed of correction to long-run equilibrium after a short-run disturbance). The standard ECM is estimated as follows:

\[
\Delta \text{AI}t = \delta_0 + \sum_{i=1}^{n} \Delta \text{AI}t_{-i} + \sum_{i=1}^{n} \gamma_{1i} \Delta \text{AI}t_{-i} + \lambda_{1} \text{ECM}_{-1} + \varepsilon_1 - - - - - - (3.12)
\]

\[
\Delta \text{AL}t = \delta_1 + \sum_{i=1}^{n} \Delta \text{AL}t_{-i} + \sum_{i=1}^{n} \gamma_{1i} \Delta \text{AL}t_{-i} + \lambda_{2} \text{ECT}_{-1} + \varepsilon_2 - - - - - - (3.13)
\]

Where: ECT\(_{t-1}\) is error correction term lagged by one time period that must be negative, \(\lambda_1\) and \(\lambda_2\) are the speed of adjustment to the equilibrium after a shock. The coefficients \(\beta_i\) and \(\gamma_i\) are the coefficients for the short-run dynamics of the model’s convergence to equilibrium, \(\varepsilon_{1t}\) and \(\varepsilon_{2t}\) are the error terms. The existence of an error correction term among a number of co integrated variables implies that changes in the dependent variable are a function of both the level of disequilibrium in the co integration relationship (represented by the ECT) and the changes in other explanatory variables. This tells us that any deviations from the long run equilibrium will feed back on the changes in the dependent variable in order to force the movement towards the long run equilibrium.

**Toda and Yamamoto Approach to Granger Causality Test**

The most commonly used methodology in investigating the causal relationship among time series variables is what is referred to as the standard Granger Causality Test developed by Granger (1969). This Causality test approach is easy to carry out and be able to apply in many kinds of empirical studies. However, it has limitations.

Firstly, the direction of the causality depends on the number of lags chosen. If the lag of choice is different from the real lag, the results of the model become biased or inefficient (Gujarati, 2006). The biggest problem here is how does one know what the ‘true’ or optimal lag is? There are statistical tools available for choosing optimal lag length, but depending on the choice of criterion, one can end up with a lag length that is not optimal lag. This in a way creates some subjectivity. Another element of subjectivity comes when one has to choose a maximum lag from which an optimal lag is chosen. The second criticism of this Causality Test approach is the stationarity of variables problem. When variables are stationary they move together in the long run or trend together. If the variables are not stationary and are used in the Test, the regression results might be misleading (Wooldridge, 2001). Therefore, in order to use the Granger Causality Test one would have to test the variables being used for stationarity. These required pretests can cause distortions resulting in the Granger Causality test to suffer from ‘low power’. Moreover, when a series is found to be non-stationary, in order to make it stationary, the first difference is taken and this process results in loss of long-run information then pre-tests should be avoided (Hacker and Hatemi, 2006).

In dealing with these problems, this study adopts a different procedure developed by Toda and Yamamoto (1995) that utilizes a modified Wald test for restrictions on the parameters of a VAR (k) model (where k is the lag length in the system). Toda and Yamamoto (1995) proved that this test has an asymptotic \(\chi^2\) distribution when a VAR (k + \(d_{max}\)) model is estimated (where \(d_{max}\) is the maximal order of integration suspected to occur in the system). The advantage of this procedure is that it does not require knowledge of co integration properties of the system. This test can be done even if there is no co integration and/or the stability and rank conditions are not satisfied (Zapta and Rambaldi, 1997). The study test for the Toda-Yamamoto Granger Causality test based on the following equations:

\[
\Delta \text{AI}t = (k+1) \sum_{i=1}^{k} \beta_i \Delta \text{AI}t_{-i} + \sum_{i=1}^{k} \delta_i \Delta \text{AL}t_{-i} + \sum_{i=1}^{k} \rho_i \Delta \text{AI}t_{-i} + \varepsilon_{1t} - - - - - - (3.16)
\]

\[
\Delta \text{AL}t = (k+1) \sum_{i=1}^{k} \beta_i \Delta \text{AL}t_{-i} + \sum_{i=1}^{k} \delta_i \Delta \text{AL}t_{-i} + \sum_{i=1}^{k} \rho_i \Delta \text{AL}t_{-i} + \varepsilon_{2t} - - - - - - (3.17)
\]

Where, \(\delta_i\) and \(\beta_i\) are parameters of the model; k is the optimal lag length; \(\varepsilon_{1t}\) and \(\varepsilon_{2t}\) are the residuals of the model; L represents natural logarithm. From equation (3.16), the null hypothesis, \(H_0: \delta_3 = 0\) is a test that LSt do not granger-cause LYt. Similarly, equation (3.17) the null hypothesis, \(H_0: \beta_3 = 0\) means LYt do not granger-cause LSt. Then, the Granger causality is tested using the modified Wald (MWald) test, as it involves estimation of
a VAR augmented model. The computed Wald-statistic has an asymptotic chi-square distribution with k degrees of freedom. Rambaldi and Doran (1996) have shown that the MWald tests for testing Granger no-causality experience efficiency improvement when Seemingly Unrelated Regression (SUR) models are used in the estimation.

Results and Discussion

Unit root test Result

The empirical results commence by testing the order of integration of the variables. The Augmented Dickey Fuller test approach was employed. The test indicates that RGDS is stationary in their levels form because the computed absolute values of the tau statistics (T) exceed the ADF (or MacKinnon, 1996) critical tau values, implying that the null hypothesis (δ = 0) of a unit root was rejected for these variables. But, real GDP is non-stationary in level form since their ADF values are less than the critical values; the null hypothesis of a unit root was accepted for real GDP, but rejected in 1st difference.

Table 4.1 obviously reveals that the variables are a combination of I(0) and I(1) variables. Such results of stationarity test would not allow us to apply the Johansen approach of co-integration. Thus, the ARDL approach popularized by (Pesaran et al., 2001) is most suitable for this study. The unit root test shows that the maximum order of integration is one. Hence, augmented VAR models was add only one extra lag (i.e. dmax=1) with the appropriate lag length for the implementation of the causality test. The optimal lag lengths for the variables in the VAR, (k*), is selected based on the usual information criteria, such as Akaike and Schwarz Information Criteria. In table 4.4 indicates that the appropriate lag length criteria for the VAR model is one that minimize Akaike Information Criterion (AIC), Schwarz Information Criterion (SIC), Final Prediction Error (FPE) and Hannan-Quinn Information Criterion (HQ) which is the bolded row in table 4.2.

Bounds Test for Long-run Relationship

After conducting unit root test the next important step is the bound test for co-integration. It is used to examine if there exist the long-run relationship among the variables. Co-integration of the variables shows the movement of the variables together due to a certain long run equilibrium relationships. The ARDL bound test approach in testing the existence of the co integrating relationship is applied by comparing the F-statistics with the bound critical values of Pesaran, Shin, and Smith (2001). The null hypothesis of no co-integration will be rejected if the calculated F-statistic is greater than the upper bound critical value. If the computed F-statistics is less than the lower bound critical value, then we cannot reject the null hypothesis. The result is inconclusive if the computed F-statistic falls within the lower and upper bound critical values. The Akaike information criterion (SBC) was used in the co-integration analysis.

The empirical result rejects the null hypothesis of no long-run relationship between gross domestic saving and economic growth using both LRGDSt and LRGDPt as a dependent variable, the results show that there is a long-run relationship from the log of real gross domestic saving to log of real gross domestic product and from log of real gross domestic product to log of real gross domestic saving in Ethiopia (Table 4.3). Because the calculated F-statistics for Model 1 and Model 2 is 5.84 and 14.68 respectively, this is greater than the upper and lower bounds at 1 percent significance level. The estimated ARDL model and the regression result for both LRGDP and LRGDS models are presented below.

Short run Error Correction estimates

After the acceptance of long-run coefficients of the model, the short-run ECM model is estimated. The error correction term indicates the speed of the adjustment which restores equilibrium in the dynamic model. The ECM coefficient shows how quickly variables return to equilibrium and it should have a statistically significant coefficient with a negative sign and statistically significant at a standard significant level (i.e. p> 0.05). Banerjee et al., (2003) holds that a highly significant error correction term is further proof of the existence of a stable long-term relationship.

The table 4.4 above shows that the result of the ECT -0.726 (or 72.6%) and -0.421 (42%), which measures the adjustment to restore equilibrium in both models respectively, appear with negative sign and is statistically significant at 1% level of significance level, ensuring the long run equilibrium can be attained. Therefore, the speed of adjustment is -0.726 and -0.421, which implies that around 72.6% and 42% deviations from long-term equilibrium are adjusted every year for each models respectively. This shows that there is quick and high speed of adjustment to equilibrium in case of
Toda and Yamamoto Granger Causality Test Result

One of the objectives this study is to examine the causal relationship between gross domestic savings and economic growth in Ethiopia. The causal relationship between gross domestic savings and economic growth is estimated by carrying out Block Exogeneity Wald test. The estimates of MWALD test show that the test result follows the chi-square distribution with 2 degrees of freedom in accordance with the appropriate lag length along with their associated probability. The Wald test results are presented in Table 4.5 below.

As explained by the significance of the $p$-values of the modified Wald statistic, the study reports unidirectional causality runs from economic growth to gross domestic saving because the estimated Chi-sq ($\chi^2$) is statistically significant at the $5\%$ level of significance ($0.026 < 0.05$), meaning that past values of economic growth have predictive power in determining the present values of gross domestic saving. This means that economic growth granger causes gross domestic saving in Ethiopia for the period from 1976 to 2017. This is the viewpoint of the Keynesian hypothesis which believes that economic growth leads to saving. However, no other significant causal effects are identified because the estimated Chi-sq ($\chi^2$) value is statistically not significant ($p>0.05$). The result is confirmed by the existing work of Ibrahim (2014) and Lambamo (2017) found that unidirectional causality running from economic growth to gross domestic savings in the case of Ethiopia. The finding is also consistent with other studies carried out by Michael and Emmanuel (2016) for Nigeria, Bolarinwa and Obembe (2017) for Ghana and Burkina Faso, and Patra et al., (2017 for Indian they reported unidirectional causality running from economic growth to gross domestic saving. However, the result of this study contradicts with the conventional wisdom that saving is the cause of economic growth (Solow, 1956). This study contrasts with the studies like Mohanty (2017) found bidirectional causality running from gross domestic saving to economic growth and vice versa in Ethiopia which employ ordinary Granger causality technique. This study is also inconsistent with works of Pickson et al., (2017) for Ghana and Bolarinwa and Obembe (2017) for Sierra Leone, Niger and Liberia that reported unidirectional causality runs from gross domestic saving to economic growth. However, the existence of the long-run relationship reported by ARDL technique employed in the study confirms the findings of the above-existing studies that employ Johansen co integration method to test for the long-run relationship.

The absence of causal relationship from gross domestic savings to economic growth appears to be at odd with the popular perception that raised an important issue regarding the appropriateness of using domestic saving as a target variable for economic progress; because the author did not find enough evidence to show that the causal direction runs from gross domestic savings to economic growth in Ethiopia. Because it may be due to reasons that cause saving to be unproductive to growth or there may be some other factors that contribute to economic growth in this country instead of saving. This implies that the conventional wisdom that higher level of saving leads to economic growth is not likely to hold in Ethiopia. It is also the reason that level of real gross domestic savings per capita is so small in this country because of the present unemployment problem in Ethiopia is alarming and this is having a great consequence on gross domestic saving of the people; that's why saving is an outcome of increase in per capita income and people will only save when they have income (Keynes, 1936). Therefore, it cannot be an important cause of growth. This indicates that economic growth in Ethiopia may be the cause of other variables other than saving. Thus, this is the reason why the empirical result suggests that domestic saving does not granger cause to economic growth in Ethiopia.

From the result that gross domestic saving does not granger cause to economic growth in Ethiopia was supported by the information which was stated in the introduction part about the problem from high gap of gross domestic saving and investment. Ethiopia did not have enough domestic saving to serve for demand of investment. Even though domestic savings as a percentage of GDP rose from $15\%$ in 1975 to $22.4\%$ in 2015/16, it was still insufficient to be a source of finance for domestic investment, which increased from $19\%$ in 1975 to $39\%$ in 2015/16. There was a large gap of saving and investment of $15$ percent of GDP in 2015/16 (MoFEC, 2016). Therefore, lot external saving come to absorb the insufficiency of internal saving. From the combining of internal and external saving could help to create investments which lead to economic growth in Ethiopia. Foreign direct investments could bring technological progress and innovation into the country which might be a factor to create economic growth for Ethiopia.
Table 1: ADF Unit Root Test Result for original Series (level)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Only Constant with trend &amp; constant</th>
<th>without intercept &amp; trend</th>
<th>Integration order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test Statistics</td>
<td>Test Statistics</td>
<td>Test Statistics</td>
</tr>
<tr>
<td>LRGD</td>
<td>-1.854883</td>
<td>-6.445736</td>
<td>-0.581273</td>
</tr>
<tr>
<td>Δ(LRGD)</td>
<td>-4.937238***</td>
<td>-4.863516***</td>
<td>-10.52944***</td>
</tr>
<tr>
<td>LRGDS</td>
<td>-8.522209***</td>
<td>-8.666149***</td>
<td>-7.430714***</td>
</tr>
<tr>
<td>Δ(LRGDS)</td>
<td>-5.975345</td>
<td>-5.870179</td>
<td>-5.978079</td>
</tr>
<tr>
<td>Critical values at 1%</td>
<td>-3.600987</td>
<td>-4.198503</td>
<td>-2.622585</td>
</tr>
<tr>
<td>Critical values at 5%</td>
<td>-2.935001</td>
<td>-3.523623</td>
<td>-1.949097</td>
</tr>
<tr>
<td>Critical values at 10%</td>
<td>-2.605836</td>
<td>-3.192902</td>
<td>-1.611824</td>
</tr>
</tbody>
</table>

Source: Author’s Computation. Note: The rejection of the null hypothesis is based on MacKinnon (1996) critical values. Akaike information criterion (AIC) is used to determine the lag length while testing the stationarity of all variables. The ***, ** and * represent the rejection of the null hypothesis of non-stationary at 1%, 5% and 10% significant level respectively.

Table 2: Selection of the order of the VARs (k*)

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-390.3565</td>
<td>NA</td>
<td>7129.140</td>
<td>20.22341</td>
<td>20.39403</td>
<td>20.28463</td>
</tr>
<tr>
<td>1</td>
<td>-349.4649</td>
<td>71.29812*</td>
<td>2000.366*</td>
<td>18.94692*</td>
<td>19.80003*</td>
<td>19.25301*</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion. LR: sequential modified LR test statistic (each test at 5% level). FPE: Final prediction error. AIC: Akaike information criterion. SC: Schwarz information criterion. HQ: Hannan-Quinn information criterion.

Table 3: ARDL Bound Test for gross Domestic Savings and Economic growth

<table>
<thead>
<tr>
<th>Significance level</th>
<th>Model 1: Real GDP</th>
<th>Model 2: Real GDS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Critical Value bounds for k = 3</td>
<td>Critical Value bounds for k = 3</td>
</tr>
<tr>
<td>Lower bound I(0)</td>
<td>Upper bound I(1)</td>
<td>Lower bound I(0)</td>
</tr>
<tr>
<td>1 percent</td>
<td>3.65</td>
<td>4.66</td>
</tr>
<tr>
<td>5 percent</td>
<td>2.79</td>
<td>3.67</td>
</tr>
<tr>
<td>10 percent</td>
<td>2.37</td>
<td>3.2</td>
</tr>
</tbody>
</table>

F-statistics = 5.841853***  F-statistics = 14.68721***

Source: Authors’ estimation using ARDL Bounds Test. K is the number of non-deterministic repressors’ in the long run relationship Critical values from Pesaran, Shin, and Smith (2001).

Table 4: Short run Error Correction estimates

<table>
<thead>
<tr>
<th>Model 1: Dependant Variable is D(LRGDP)</th>
<th>Model 2: Dependant Variable is D(LRGDS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Coefficient</td>
</tr>
<tr>
<td>D(LRGDS/P)</td>
<td>4.57318***</td>
</tr>
<tr>
<td>ECT(-1)</td>
<td>-0.72647***</td>
</tr>
</tbody>
</table>

Source: Authors computation. Note: *** represents significance level at 1%
Table 5: Block Exogeneity Wald Tests

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Chi-sq(\chi^2)</th>
<th>Prob.</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGDP does not Granger cause RGDS</td>
<td>14.33005***</td>
<td>0.0262</td>
<td>Reject Ho</td>
</tr>
<tr>
<td>RGDS does not Granger cause RGDP</td>
<td>6.150466</td>
<td>0.4065</td>
<td>Do not Reject Ho</td>
</tr>
</tbody>
</table>

Source: Authors’ computation. **represents significance level at 5 percent. Notes: The reported estimates are asymptotic Wald statistics. The [k+m]th order level VAR is estimated with maximal order of integration (m) being.

Table 6: Diagnostics Tests

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Model 1: Dependant variable is ΔLYt</th>
<th>Model 2: Dependant variable is ΔLSt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chi-Square</td>
<td>Chi-Square</td>
</tr>
<tr>
<td>Autocorrelation test</td>
<td>0.9593</td>
<td>0.9690</td>
</tr>
<tr>
<td>Heteroskedasticity test</td>
<td>0.8135</td>
<td>0.8507</td>
</tr>
<tr>
<td>Normality test (J-B)</td>
<td>0.3144</td>
<td>0.8541</td>
</tr>
<tr>
<td>Functional Form test</td>
<td>F (1, 32) = 0.3869</td>
<td>F (1, 35) = 3.262</td>
</tr>
<tr>
<td>Stability Test* CUMSUM</td>
<td>Stable</td>
<td>Stable</td>
</tr>
<tr>
<td>CUMSUMSQ</td>
<td>Stable</td>
<td>Stable</td>
</tr>
</tbody>
</table>

Source: Authors’ estimation. Notes: Autocorrelation test is the residual serial correlation LM test. Normality test is the residual normality test of Jarque-Bera statistics. Heteroskedasticity test is the test for residual Heteroskedasticity tests. Functional Form test is Ramsey RESET Test of F-statistic. * denotes the cumulative sum of recursive residuals See plot in figure 4.1 and 4.2.

Fig. 1: Plot of Cumulative sum of recursive residuals for Economic Growth

Source: Author Calculations. Note: The straight lines represent critical bounds at 5% significance level

Fig. 2: Plot of Cumulative sum of recursive residuals for Savings Model

Source: Author’s Calculation. Note: The straight lines represent critical bounds at 5% significance level.
For all these situation stated above, we can say that in the case study of Ethiopia the rate of economic growth tend to lead to the rate of domestic saving rather than the changing of domestic saving cause the changing in economic growth.

**Model Stability and Diagnostic Test**

In order to establish the validity of the estimates, a number of diagnostic tests including the Breus-Godfrey serial correlation LM test, Jarque-Bera normality test, the Ramsey reset for model specification and ARCH test for heteroskedasticity are carried out. In order to reject or accept the null hypothesis, we can decide by looking the p-values associated with the test statistics. That is the null hypothesis is rejected when the p-value are smaller than the standard significance level (i.e. 5%). From the results of the diagnostic tests, the estimated residuals of equations are shown to be normal given the Jacque-Bera statistic 0.431 with a probability value of (0.806). Breus-Godfrey serial correlation LM test statistic indicates that the estimates are free from serial correlation. The homoscedastic nature of the residuals is confirmed by the ARCH test statistic of 0.382 with a probability value of (0.883). Ramsey Reset test ascertains whether the correct functional form of the equation is used. The test statistic of 0.548 and the probability of (0.655) suggest that the correct functional forms have been used. Such tests are recommended by Pesaran et al., (2001).

In addition to the above diagnostic tests, the stability of long run estimates has been tested by applying the cumulative sum of recursive residuals (CUSUM) and the cumulative sum of squares of recursive residuals (CUSUMSQ) test. The test statistics is graphed in figure 4.1 and 4.2. The graph shows that the models are stable within 5 percent significance level since the plot of CUSUM and CUSUMSQ statistic moves between the critical bounds (at 5% significance level), then the estimated coefficients are said to be stable. It can also identify not only their significance but also at what point of time a possible instability (structural break) occurred. The graph also shows a possible instability or structural breaks within the given periods. As can be seen from the first figure, the plot of CUSUM test did not cross the critical limits. Similarly, the CUSUMSQ test shows that the graphs do not cross the lower and upper critical limits. So, we can conclude that long and short runs estimates are stable and there is no any structural break. Hence the results of the estimated model are reliable and efficient.

Based on the findings of this study, the researchers came to the conclusion that a stable long relationship exists between savings and economic growth in Ethiopia. The causal empirical results revealed that the growth rate of real GDP per capita Granger cause real gross domestic saving in Ethiopia. This can be concluded that Ethiopia tends to have higher level of income (RGDP) first in order to generate higher rate of domestic saving. The outcome of this paper is relevant for development policy, since economic growth is often a key focus. The policy implication of this result is that economic growth is considered as the policy variable to accelerate gross domestic saving in the economy. Although the paper found growth leads to saving, it doesn’t necessarily mean that saving doesn’t contribute anything to growth. In fact, growth theory suggests that saving plays crucial role in promoting economic growth. Therefore, the ongoing effort by the government to enhance saving should also be encouraged as one of the means that leads to the road to growth and development.

To this end, we recommend that government and policy makers should focus on income policies that would accelerate economic growth so as to increase saving. These include among others the following. Firstly, government should increase its investment in the provision of infrastructural facilities like power, roads, education, health, research and development, and among others. This will help to reduce the costs of doing business as well as increase the profitability of firms, thereby raising the economy’s production of goods and services. The third policy implication is that, since inflation has adverse effects, they should be kept at the level that cannot cause adverse effects on saving behavior. The third policy implication is that there is a need to urgently develop the financial sector of the country by further expanding bank branches and services and by creating a very competitive environment in the financial sector. The study also recommends that the government should influence the commercial banks to reduce their lending rate so that prospective investors can increase their investment and raise the nation’s production capacity. At the same time the government should increasing their deposit rate at least above the rate of inflation through monetary policy at the disposal of the National bank. These practices increase savings and growth in the economy at the same time. Alternatively, the government should use expansionary fiscal policy which is increasing government spending and decreasing taxes would mean that aggregate demand would increase to boost output in the economy. This will automatically increase gross domestic saving in these countries. And
consequently, increase in gross domestic saving will also lead to increase in capital formation and investment. This will finally improve the general welfare of the people. So, the government should adopt an appropriate approach in either way to foster economic growth and encourage savings.

Lastly, this study has attempted to come up with the result of the analysis with defined scope however a lot remained to be unanswered. Future research is needed to find out what are other factors that would enhance economic growth in Ethiopia, by taking into account more factors, not only savings. This study utilized annual data, if conducted the study by using the quarterly data, the empirical result would be more accurate. The other main factors such as FDI or external saving which state in causality empirical part might be perform as the main variables of economic growth. Of course this is beyond the scope of this paper, but this is open another agenda for future research.
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